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Abstract

For safety-critical systems, it is insufficient to certify the developer and the development process. Certification of the software product itself is also needed. SFMEA (Software Failure Modes and Effects Analysis) and SFTA (Software Fault Tree Analysis) are two engineering techniques that have been used successfully for a number of years and in a variety of safety-critical applications to verify software design compliance with robustness and fault-tolerance standards. This paper proposes the use of Bi-directional Analysis (BDA), an integrated extension of SFMEA and SFTA, as a core assessment technique by which safety-critical software can be certified. BDA can provide limited but essential assurances that the software design has been systematically examined and complies with requirements for software safety.

1 Introduction

Even as requirements for software certification proliferate, the best approach to software certification remains in dispute [42]. One suggested piece of the solution is to certify the software developer or analyst. Another approach to software certification is to certify the development process (e.g., to assure compliance with ISO 9000-3, CMM or SPICE standards). For safety-critical software, a third approach, certifying the software product itself, is an essential aspect of software certification.

All three of these certification approaches (certifying the developer, the process, and the product) share a drive towards standardization (of credentials, of development processes, of software verification methods). All three approaches involve the necessary internationalization of certification as software production increasingly ignores national boundaries. All three approaches also involve independent evaluation of compliance of the developer/process/product against some pre-existing standard or guideline. However, since the goal is to certify the quality of the software product itself, we should-to the extent possible-directly evaluate that product. It is certification of the software product, specifically of the software product identified as safety-critical, that this paper addresses.

Certification of the software product involves an assessment of the software against certain criteria. As an example, a certification criterion for non-critical vendor software may be an assured interface for ready interoperability with a customer’s other applications (e.g., Novell provides such a certification program). McDermid suggests that in the safety-critical arena, future COTS vendors may produce certificates for their software components that guarantee specific behaviors or capabilities [44]. Component libraries (class libraries) will need to offer similar guarantees to users. The difficulty is that certification criteria for safety-critical software are usually significantly more complicated and ill-defined than for other software [4]. The certification often needs to verify either the absence of unsafe behavior or that certain desirable behaviors always occur.

For safety-critical systems, it is insufficient to certify the developer and the development process. Certification of the software product itself is also needed. Many standards [5, 6, 37, 24, 46] and authors [12, 14, 16, 34, 41] discussing software safety, reliability and high integrity software products and development processes describe the use of forward (inductive) and backward (deductive) design and assurance methods to help ensure that software defects are iden-
tified and removed from software design. SFMEA (Software Failure Modes and Effects Analysis) and SFTA (Software Fault Tree Analysis) are two methods that have been used successfully for a number of years and in a variety of safety-critical applications to verify software design compliance with robustness and fault-tolerance standards.

This paper proposes the use of Bi-directional Analysis (BDA) as a core assessment technique by which safety-critical software can be certified. BDA builds on the accepted engineering methodologies of SFMEA (inductive) [11, 19, 22] and SFTA (deductive) [16] to provide critical information about the behavior of the software design. This information plays an important role in developing and certifying safety-critical software, defined to be “software that can directly or indirectly contribute to the occurrence of a hazardous system state” [16]. BDA can provide limited but essential assurances that the software design has been systematically examined and certify that it complies with software safety requirements.

The purpose of Bi-directional Analysis (BDA) is to show that the software design is free of certain critical flaws that can contribute to hazards. BDA is a systematic technique for identifying what can go wrong with each component of a system (its failure modes), what effects each failure mode can have as it propagates through the system, and what features enable or contribute to the possibility of that failure mode in the first place. The examination of the system consequences of software failures is a key piece of the software certification of safety-critical systems.

The rest of the paper is organized as follows. Section 2 gives an overview of BDA and provides background information regarding BDA’s origins in related techniques. Section 3 describes the procedure for performing a BDA and provides examples of its usage. Section 4 discusses the benefits and limitations of BDA within a standard, certifiable development process. Section 5 links BDA to existing industrial and governmental standards and certification processes for safety-critical software, and offers some concluding remarks.

2 Overview of BDA

BDA first checks the design to determine whether the effects of abnormal (e.g., out-of-range) input values and unexpected software events (e.g., unexpected termination) can contribute to unsafe system behavior. Following Leveson [16], software safety is defined to be freedom from undesired and unplanned events that result in a specified level of loss. Software safety analysis techniques determine how software can contribute to conditions that result in loss or failure. The forward direction of the BDA involves a forward analysis from abnormal inputs or events to non-compliant consequences, and has its roots in Failure Modes and Effects Analysis. Next, the BDA checks whether the non-compliant scenarios that have been identified are credible. This analysis either determines that the failure modes cannot occur given the design of this system or, if they can occur, that they are handled safely. This direction of the BDA involves a backward analysis from those abnormal scenarios with safety consequences to the collection of causes that might permit the identified scenario to happen. The second part of the BDA has its roots in Fault Tree Analysis.

For software there is no “seal of approval” that guarantees that software will behave safely. Instead, meaningful certification of safety-critical software is currently limited to a structured assessment, using well-documented techniques, that the software complies with certain specifications on its behavior [13]. For example, the ESPRIT2 project SCOPE (Software Certification Programme in Europe) pursued product certification by evaluating and assessing software compliance against requirements in a documented standard [39].

Fig. 1 shows the role of BDA (design certification) and testing (code certification) for safety-critical software. Code testing is the most important means of software certification. However, since testing is always partial and incomplete, assessment of design compliance with required behavior is also needed. In addition, design compliance can be assessed prior to testing, allowing needed changes to be made earlier in development and contributing to test scenarios.
Figure 2 shows an overview of the two components of a Bi-directional Analysis, the forward analysis and the backward analysis. The forward analysis in BDA has its roots in SFMEA (Software Failure Modes and Effects Analysis), while the backward analysis in BDA has its roots in SFTA (Software Fault Tree Analysis).

Software FMEA is an extension of hardware or system FMEA (Failure Modes and Effects Analysis) and FMECA (FMEA with a criticality rating added to the effects of each failure mode). FMEA and FMECA have been widely used for certification of military and industrial applications since the mid-sixties [24]. Among the earliest standards for the FMEA methodology were NASA’s in 1971 and the U.S. Military’s in 1974. International standards organizations, British and German standards organizations, and the Society of Automotive Engineers have since also issued FMEA standards. (See [20] for details.) There is no comparable standard for performing Software FMEA, although its use has been well-documented since the 1970’s (see, e.g., [10, 33], and, more recently, the System Safety Society’s 1993 System Safety Analysis Handbook [43]).

SFTA is likewise an extension of hardware or system FTA (Fault Tree Analysis), which has been used extensively since the 1960’s [16, 36]. Fault tree analysis methods use Boolean logic to break down an undesirable event or situation into the preconditions that led to the root event. Software fault tree analysis [2, 16] adapted the FTA technique to software, using events in the code or detailed design to verify the software logic.

Use of both FMEA and FTA (SFMEA and SFTA) continues to grow, both for system safety assessment and for assurance of compliance. For example, the course that NASA offers on Software System Safety recommends both SFMEA and SFTA, spending one-and-a-half of the four days of the course on these techniques [27]. A U.S. Patent and Trademark Office Pilot Project in 1994 recommended that software FMECA become a routine procedure for the acceptance of newly installed software systems [22].

3 Description of BDA

3.1 Process

As Figure 2 shows, Bi-directional Analysis for software certification consists of a two-step process:

- The first step of the BDA is a forward analysis to identify cause/effect relationships in which anomalous data or software behavior can cause unacceptable effects. The forward analysis is similar to a SFMEA (Software Failure Modes and Effects Analysis). For example, in analysis of one system it was found that if expired data is input to the software, an inappropriate control decision results [19]. The expired data is the cause, and the consequences of the resulting control decision are the effect. The expired data could cause a wrong decision to be made in the software, jeopardizing the system’s required functionality. For safety certification, each cause/effect relationship is classified according to its potential impact on safety. For those cause/effect relationships that can potentially adversely affect the system’s safety, a second step is performed.

- The second step of the BDA is a backward analysis to examine the feasibility of occurrence for each anomaly that was found in the first step to produce an unacceptable effect. In addition, if the postulated hazard is found to be feasible,
the backward analysis contributes to an understanding of how to mitigate or remove the risk. The backward analysis is somewhat similar to a SFTA (Software Fault Tree Analysis). In the example above, a backward analysis showed that obsolete data could, in fact, be provided to the software (when a particular hardware component failed). The backward analysis established that this failure mode was possible and guided changes to the software to remove this vulnerability to expired data.

The BDA’s integration of the forward analysis (for hazardous or non-compliant effects) and the backward analysis (for contributing causes) provides a structured way to gauge the software’s robustness to anomalous circumstances. The integrated BDA combines the strength of forward search (identifying latent failure modes) with the strength of backward search (identifying coincident circumstances that allow the hypothesized failure mode to occur). The rest of this section describes the process of performing a BDA in more detail.

### 3.2 Forward Analysis

The first step in performing a BDA is a forward analysis of the software component requiring certification. A forward analysis begins with a description of the kinds of failures that are of concern. In a message-passing model of a distributed system, two kinds of failures are generally represented: communication failures and process failures [15]. In accordance with this model, two kinds of failures are commonly analyzed for each software component in a forward analysis. These failures are documented in Data Tables (communication failures) and Events Tables (process failures).

A typical forward analysis uses table-based worksheets to capture the relevant information. Data Tables assist in the search for communication failures, including unexpected data dependencies and software interface failures (Table 1). A Data Table evaluates the effect of the software component receiving bad or unexpected data, and the effect of the software component producing bad or unexpected output behavior on the other software that uses that data.

The identification of failure modes is the most difficult part of the forward analysis. To assist in the identification, a classification of failure modes has been developed. This classification is consistent with other current classifications of defects in software (e.g., [3, 40]). (See [19] for a more detailed description of failure modes.)

For each input and each output of the software component, each of the following four failure modes is considered:

- **Missing Data** (e.g., lost message, data loss due to hardware failure)
- **Incorrect Data** (e.g., inaccurate data, spurious data)
- **Timing of Data** (e.g., obsolete data, data arrives too soon for processing)
- **Extra Data** (e.g., data redundancy, data overflow)

The Data Table lists each possible failure mode, describes its effect for the component under consideration, and classifies the consequences of this failure. For example, in Table 1, the Failure Mode type is “Wrong timing of data” the Failure Description column is, “Sensor input data received is outdated.” The Local Effect column is, “Refrigerant pump is erroneously commanded off.” and the System Effect column describes the consequence for the system (“Temperature limit is exceeded”).

The next column indicates the “Criticality” of the failure mode’s effects. In the example, this column is “3” (of 5) indicating a threat to the subsystem but not the system. (A standard 5-part criticality measure reflects the severity of the failure’s effects, ranging from “no effect” to “catastrophic effect.”)

The criticality column has safety implications in that high criticality ratings can be used to indicate the existence of hazards. On the other hand, non-critical effects, even if indicative of design errors, may not have safety implications. Depending on the standard against which compliance is being certified, it may be the case that only items with criticality ratings above some threshold will require further analysis.

The final column in the forward analysis table, “Recommendations,” proposes corrective actions to eliminate the non-compliant scenario that has been identified. Often it makes sense to defer filling in this column until the second part of the BDA (the backward analysis to identify contributing causes of the failure mode) has been performed. In all but the simplest failure modes, it is often difficult to propose a meaningful corrective action until a better understanding of the circumstances surrounding the failure mode exist.

The second kind of table used for the forward analysis is an Events Table. An Events Table documents the effect of incorrect behavior or an incorrect event on the component and the system. The Events Table
assists in the search for process failures, including the
effects of software that fails to function correctly.
For each event (step in processing), each of the
following four failure modes is analysed:

- Halt/Abnormal Termination (e.g., hung or dead-
locked at this point)
- Omitted Event (e.g., event does not take place,
but execution continues)
- Incorrect Logic (e.g., preconditions are inaccu-
rate; event does not implement intent)
- Timing/Order (e.g., event occurs in wrong order;
event occurs too early/late)

The Events Table documents the consequences of
these failure modes for the events in the component
under review and classifies the criticality of the ef-
ects. For example, the Failure Mode in one en-
try was “Timing/Order”, the Failure Description was
“Instrument turned on too soon”, the Local Effect
was “Insufficient power,” the System Effect was “Un-
dervoltage occurs,” and the Criticality was rated “2”
(since in this system, there was software to handle
recovery from an undervoltage).

### 3.3 Backward Analysis

The second step in performing a BDA is the backward
analysis. The backward analysis considers just those
anomalies identified in the forward analysis as highly-
critical (e.g., those with a criticality rating of “4” or
“5”). These anomalies or deviations then become the
root nodes of the backward analysis. The backward
analysis examines the possibility of occurrence of each
anomaly that produced a non-compliant effect.

It is important to note that although, in keeping
with familiar FMEA notation, the anomalies are of-
ten called “failure modes,” they may not be incor-
crect data or behavior, but merely unexpected data
or behavior. Since it is the unexpected, as well as
the strictly incorrect behavior that is of concern in
safety-critical systems, the BDA often reviews all de-
viations from anticipated behavior, as well as from
required behavior.

The backward analysis is somewhat similar to a
software Fault Tree Analysis, with a few key differ-
ences. As discussed above, the root node is not nec-
essarily a fault. In addition, a FTA takes an event as
its root node, but a BDA’s root node may not be an
event (e.g., it may flow from the Data Table rather
than the Events Table). Another difference is that,
as Leveson points out, a backward search technique is
a chronological ordering of events over time, whereas
each level of a fault tree only shows the same event
in more detail [16]. The goals of the backward anal-
ysis and SFTA are very similar, though. As Rushby
puts it, “The goal of SFTA is to show that a specific
software design will not produce system safety fail-
ures or, failing that, to determine the environmental
conditions that could lead it to cause such a failure
[36].”

The backward step of the BDA traces the causes
of the root node (e.g., “Obsolete Input Data”) back-
ward in time to the contributing circumstances, with
each successive level of the fault tree expanding the
previous level’s nodes. The process ends when fur-
ther analysis of the bottom-level nodes of the tree is
deemed impossible (e.g., atomic events) or unpro-
ductive.

In many cases the anomaly described by the root
node is found to be infeasible in the existing sys-
tem. These anomalies are then closed issues, since
they cannot contribute to a hazardous situation. In
other cases, the anomaly described by the root node is
found to be possible if a certain sequence or combina-
tion of contributing circumstances and events occur.
In that case, the possibility of a hazard needs to be
addressed.

### 3.4 Integration

With the information from the backward analysis,
the BDA can then be completed. An entry is made
in the final column (“Recommendation”) of the Data
Table or Events Table for this anomaly. This column
identifies a change to the software that can mitigate
or avoid the described risk. The column may re-
commend a change to the design (e.g., in one case,
an explicit test of the component’s postconditions to

<table>
<thead>
<tr>
<th>Failure Mode</th>
<th>Failure Description</th>
<th>Local Effect</th>
<th>Sys Effect</th>
<th>Crit</th>
<th>Recommm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wrong timing of data</td>
<td>Sensor input data received is outdated</td>
<td>Pump commanded off</td>
<td>Temp limit exceeded</td>
<td>3</td>
<td>Add test of timeliness of data</td>
</tr>
</tbody>
</table>

Table 1: Excerpt from BDA Forward Analysis
clude inconsistent user displays) or it may even propose a change to the requirements (e.g. a clearer policy on required handling of double-point or coincident failures) [18].

Recent work in combining forward and backward analyses of safety-critical systems supports the notion that these techniques are complementary [18, 7, 21]. Work has been done to extend the HAZOP approach to a systematic exploration of hypothetical failures, with lists of guidewords or historical failure modes contributing to the hazards analysis in the software under review [23]. Automated tools to assist with portions of these analyses are currently being tested on requirements and design models. [25].

BDA is product-oriented rather than process-oriented in that it can “exercise and stress” the design of the software product [45]. It first checks the effect on the system of corrupted input or abnormal event execution without consideration of the source of error. Once a scenario is identified that leads to non-compliant output or behavior, BDA then traces backward in time to document the contributing causes for possible re-design or test.

4 Evaluation

Bi-directional analysis (BDA) has several advantages that recommend its use as a design certification technique to developers of safety-critical software.

- **Availability.** The techniques BDA is based on are well-documented [11, 16, 19, 33, 38, 43], hence relatively easy to teach and apply. These features make the technique readily available.

- **Structure.** The structured step-by-step procedure of BDA guides implementation, and the techniques involved are familiar to engineers worldwide.

- **Maintainability.** The information developed during application of BDA analysis is broadly accessible since the format is readable, table-based, and can be web-accessible.

- **Safety Assessment.** The role of BDA in the design certification process links clearly with requirements, since it assesses the adequacy of the software design in terms of satisfying the system safety requirements. BDA also provides forward links in the development process, since it prioritizes action items (i.e., recommendations for mitigating actions), prioritizes the hazards it uncovers (via the criticality measure), and provides a critical piece of the hazard analysis for the software design. BDA can also identify test cases in order to exercise each failure mode and confirm that the system reacts safely [28].

- **Incremental/evolutionary development.** BDA analysis products fit into an incremental development process by being updatable for documentation. Initial work also suggests that for product line systems, a BDA of the product family can be partially reused in later instances of that family [18].

- **Independent certification.** BDA can be used for design level certification against documented requirements specifications and has been widely used as a means for independent verification.

- **Systems focus.** BDA is consistent with hardware certification practices (e.g., FMEA and FTA), thus encouraging a systems approach to safety.

- **Tools.** BDA may also be amenable to automation. Automated tools exist for software forward and backward analyses [1, 8, 9, 26, 30], but their capabilities are limited. More powerful tools incorporating forward and backward analyses are currently being developed, e.g., by Safeware Engineering Corporation [32].

BDA, like all analytical methods, has potential disadvantages. Like other incremental failure analysis techniques, BDA is time-consuming and much of it is tedious. BDA depends on the domain knowledge of the analyst and the accuracy of the documentation. In part due to these costs and constraints, BDA is usually performed only on the portions of the software identified as safety-critical. The forward analysis part of BDA, based as it is on SFMEA, is subject to the same criticism of only considering one fault at a time, rather than combinations of events. However, integration with the backward analysis in the BDA has been shown to help isolate combinations of events and circumstances that can lead to hazards.

The use of the forward analysis in conjunction with the backward analysis alleviates BDA’s limitations in analyzing the effects of multiple or coincident failures [19]. As with FMEA, SFMEA, FTA, and SFTA, BDA is an important technique for gauging and ensuring the fault tolerance of a system. BDA can support hazards analysis, safety analysis, or reliability analysis processes.
5 BDA for Certification

Certification is a process whereby a certification authority determines if an applicant provides sufficient evidence concerning the means of production of a candidate product and the characteristics of the candidate product so that the requirements of the certifying authority are fulfilled [37]. Certification of software for airborne systems [37, 35] includes establishing a basis for certification between the certifying authority and the applicant (developers) which details the applicable regulations (requirements), as well as any special conditions, and outlines the means by which the developers expect to demonstrate compliance.

The means of compliance are typically specified in standards available from the certification authority. The means of compliance usually involve documenting all aspects of the development process (e.g., hazard analysis), providing the results of testing and other verification techniques, and often using specific analysis techniques during development. BDA, because of its role in elucidating failure modes and their causes, is a hazard analysis technique that conforms to certification standards that require system safety assessments.

The use of BDA for design certification of safety-critical systems allows defects to be discovered and removed early in the development life cycle. Some of the most hazardous and costly defects are those associated with incorrect or missing requirements. Examination of the design prior to coding allows for unforeseen hazards to be exposed, their causes to be investigated, and compliance of the design with safety requirements to be verified. The results of the BDA and its list of recommended mitigations are then used as input to the subsequent stages of the certification process, such as testing [37, 35].

BDA is an adaptation and integration of successful engineering methodologies (FMEA and FTA) to the certification of safety-critical software. BDA assesses the compliance of the software product’s design with required system safety features, and identifies feasible, non-compliant scenarios for future re-work or testing. With its emphasis on system response to software anomalies, BDA supports the development and deployment of high-integrity systems.
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